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Data routing through an interconnected network is important and this paper addresses the
design of a multi-path data routing algorithm based on network reliability. Generally, mul-
tiple routes for a given source–terminal pair exist in a data network and the best possible
route based on network metrics like hop-count, delay, traffic, queue, etc. is selected by a
routing algorithm. Since network reliability incorporates all these metrics, the routing deci-
sion based on reliability seems to be the best possible option and a distributed routing
algorithm based on the source–terminal (s–t) path reliability has been proposed in this
work. Each node in the proposed routing generates an adjacency matrix of a network graph
by periodically exchanging connection information with the adjacent nodes and selects
multiple routes based on reliability of the paths. We propose an implementation of a
two-path routing algorithm that instead of one includes two next-hop nodes in each node’s
routing table. An example is given for further illustration of the proposed algorithm.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

The essence of routing is a simple question – What is the best way to reach from one place to another? But it includes the
hurdles embedded in modern intra-domain routing protocols. At the core of this belies the fact of continuous change of net-
work topology. Routing for a static network is trivial. It incorporates a table of routes calculated once for each destination.
But the scenario for most of the real networks is different. The network links go up and down at various instances of time
resulting to a different topology from the previous one. This requires the nodes to recalculate their routes. This problem in
turn can be boiled down as the size of the network grows. With the increase in network size, the change in topology also
increases and this change can become problematic, because for a large network the routing updates will be generated more
often. This in turn necessitates more frequent route updates and route re-computation. Thus, every router in the network has
to bear the cost. This means the most resource constrained router has to effectively determine all the routes. Moreover, the
above scenario gets worsen if routing is based on single path. Major routing schemes typically focus on discovering a single
optimal path for routing according to some desired metric. These metrics mainly include hop, distance, speed, delay, cost,
etc. Accordingly, packets are always routed over a single path, which often results in substantial waste of network resources.
An alternate approach is multi-path routing. It distributes the packets among several ‘‘good’’ paths instead of routing all the
packets along a single ‘‘best’’ path.

Multi-path routing can be fundamentally more efficient than the currently used single path routing protocols. It can sig-
nificantly reduce congestion in hot spots by deviating traffic to unused network resources. This improves network utilization
and provides load balancing [1], thereby improving the response time. Moreover, congested links usually result in poor per-
formance. For such circumstances multi-path routing can offer steady and smooth data streams [2]. Multi-path routing algo-
rithms that optimally split traffic between a given set of paths have been investigated in the context of flow control in [3–5].
. All rights reserved.
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Yet, the selection of the routing paths is another major design consideration that has a drastic effect on the resulting perfor-
mance. Although many flow control algorithms are optimal for a given set of routing paths, their performance can significantly
differ for different sets of paths. Therefore, two key questions that arise in multi-path routing are how many paths are needed
and how to select these paths. Clearly, the number and the quality of the paths selected dictate the performance of the multi-
path routing scheme. There are several reasons why it is desirable to minimize the number of paths used for routing. The sig-
nificant overhead associated with establishing, maintaining and tearing down a path is the prime reason. Also the complexity
of the scheme that distributes traffic among multiple paths increases considerably as the number of paths increases.

Previous studies and proposals on multi-path routing have focused on various parameters including random path selec-
tion, latency, traffic, throughput and many more. But none of them has considered reliability as one of its parameter whereas
reliability is an important performance criterion of communication networks. In [6] Nelakuditi and Zhang have proposed a
hybrid approach where traffic is proportional among the paths. Their technique uses globally exchanged link state metrics
for identifying a set of good paths and locally collected path state metrics for proportioning traffic among the selected paths.

More recent P2P applications such as Skype use automatic path selection. Skype [7] claims to keep multiple connections
open and dynamically chooses the ‘‘best’’ path in terms of latency/quality. Bit torrent [8] maintains four active paths with an
additional path periodically chosen at random together with a mechanism that retains the best paths as measured by
throughput.

Recently a number of distributed routing protocols are proposed and some of them are now introduced. A scalable dis-
tributed routing protocol based on data-path services is proposed in [9], where routing is done by dividing services among
network routers and establishing an optimal route such that (i) Services for given connection requests are executed in a gi-
ven order, (ii) source–terminal pair path-cost is minimum and (iii) service processing cost is minimum. It proposes a new
network architecture consisting of distributed Service Matrix Data Structure to distribute the services among routers, Dis-
tributed Service Matrix Routing (DSMR), Distributed Service Routing Protocol (DSRP) and a control plane for implementation
of the routing protocol. A generalized distributed path computation technique is proposed in [10] that removes routing loops
and count-to-infinity problem occurring in any distributed routing protocol like distance vector routing protocol. It uses a
DIVs (distributed intermediate variables) algorithm, which is not a routing algorithm but runs on the top of any distributed
algorithm for enabling distributed, light weight loop-free path computation. The basic idea of DIV algorithm is that each
node is assigned a value for each destination of the network based on different schemes, for example, cost-to-destination
and each node must select a successor node having lower assigned value (a node, which does not have a path to destination,
must assign infinity value). It is claimed that DIV algorithm outperforms many loop preventing techniques and has the abil-
ity to maintain path during transition. In [11], an efficient distributed routing algorithm is presented based on locally respon-
sive maximally distributed routing policies, which split the data inflow in a non-destination node among the outgoing links
as a function of the current traffic density of the network. For this, it proves the existence of a globally attractive limit flow in
a network under locally responsive routing policies and the locally responsive distributed routing polices are maximally ro-
bust as the resilience of the network coincides with the min-cut capacity of the network.

In recent times, the cloud-based routing and the application-aware routing are two emerging trends for implementing large
scale networks to provide cloud computing and the flexible multimedia services to the users. The cloud computing is a com-
puting environment that provides on-demand computation resources and software through Internet on pay basis and allows
users to grow/shrink computation resources as needed and recycles among users. On the other hand, the multimedia services
mean to design a multimedia network, where context-aware routing would be made to meet the growing demand for emerging
of variety of multimedia end heterogeneous equipments in the network. These fields are new and in the growing phase, some of
the routing techniques proposed are described now. An elegant technique based on Transit Portal (TP) to control routing in
cloud service is proposed in [12]. The TP provides transparent connectivity between clients and Internet Service Providers
(ISPs), where each client network with one layer-2 link and a Border Gateway Protocol (BGP) session to an upstream ISP termi-
nates at TP, and the TP with one layer-2 link and a BGP session terminates to each upstream ISP. The TP acts as a tunnel through
which multiplexed data packets and BGP messages for client networks are transmitted. The TP is also useful for application-
aware routing, where it can make service-aware routing decision and can re-route clients in different data centers based on
the change of users’ demand. An application-aware routing protocol (AARP) is proposed in [13] that establishes logical connec-
tions through application layer resources like bridges, converters to perform bridging and/or format/rate conversion, respec-
tively, where a logical connection consisting of one or more actual network layer connections formed by network routing
algorithms. It proposes AARP architecture that contains application layer resources, AARP server to coordinate set up, modifi-
cation and release of logical connections and yellow page directory server to track resource utilization in application layer.

In this paper, we propose a distributed multi-path routing algorithm based on reliability of the source–terminal paths.
Initially, each node in a network graph gathers connectivity information from its adjacent nodes and forms an adjacency ma-
trix of the graph. It then prepares all possible paths toward each node and calculates the reliability of the paths selected
based on number of paths and hop counts (or any other cost parameter may be used). Now two best possible paths based
on reliability are selected and the corresponding adjacent nodes are included in its routing table for routing information.
Since the routing decision is made based on source–terminal paths, the proposed routing technique is free from loops
and the count-to-infinity problem, thus it is better than any distributed routing protocol. The rest of the paper is organized
in the following manner. In Section 2 the network model and estimation of reliability is given in detail. Section 3 depicts the
explanation of the proposed technique for path selection with an illustrative example. In Section 4 the technique for multi-
path routing with numerical results is presented and finally, the conclusion is given in Section 5.
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2. Network model and reliability estimation

Networks are modeled by directed graphs (digraphs) in which the communicating entities are vertices (V) or ‘‘nodes’’ and
the communication paths are edges (E) or ‘‘links’’. Network links are assumed to be failure-prone components whereas nodes
are assumed to be failure-free. Link failures are mutually statistically independent. The links are unidirectional. Bidirectional
communication is supported through a parallel link in the opposite direction. The network is free from self loops, i.e., links
originating from one node and destined for the same node is not considered as the nodes are failure free.

Network reliability is usually expressed as the probability that a contiguous path exists between a source node and a des-
tination node. This measure of reliability is known as source-to-terminal (s–t) reliability. Since routing decisions are done by
a source node for each destination node, so the notion of s–t reliability has been considered instead of overall reliability,
which stresses on the fact that every node in a network is connected to every other node.

In order to calculate s–t reliability of a network, a weight is assigned to each edge, where the weight denotes the success
probability of the corresponding edge. The vertices are numbered from 1 to N and edges from 1 to n. Two terminal vertices,
source and sink (destination), are denoted as s and t, respectively. The terminal pair (source-to-terminal) reliability is de-
noted as Rst. This setup is shown in Fig. A.
rn ¼ 0:9 for all n; Rst ¼ 0:97119
A network can be represented by its adjacency matrix, G = [gij], where
gij ¼
1; if an edge exists
0; otherwise

�

An elementary event is defined as a particular realization of the network, i.e., it is the specification of the success or failure of
each edge. If an edge succeeds then it is represented as ‘1’ and if it fails then it is represented as ‘�1’. A ‘0’ indicates both ‘1’ and
‘�1’. An s–t path is a path from source to sink. A shortest s–t path is an s–t path with the least number of edges. An event is a
success if the graph realization corresponding to every elementary event constituting that event has at least one s–t path. Other-
wise, the event is a failure. If an event E has m elements, E � {1, 2, 3, . . . , m}, then the compliment event of E can be given as:
E ¼ f�1g U f1 �2g U f1 2 �3g U � � �Uf1; 2; 3; . . . ; ; �mg

This follows from De Morgan’s laws and the absorption law. Let S be an exhaustive set of disjoint success events, such that
the graph realization corresponding to an event contains an s–t path. Let Si be success event i in the set S. The s–t reliability is
the sum of the probability of each event in the set S.
Rst ¼
XjSj
i¼1

PrfSig ð1Þ
The algorithm for reliability calculation is given below.
Algorithm reli-calc()

Initialization:
Rst 0.0
E [0 0. . . 0]
Initialize Q to contain E only
Iteration:
while Q is not empty do

{
delete the head event E from Q
create network G corresponding to E
call shortest-path-search (G, found)

{
if path P exists then
found true
}

if found = true then
{
E1 = E|P
call probability (E1, Pr)
{
compute the probability of E1

Rst Rst + Pr

}
call complement (E1)
}

}



Fig. A. Network 1.
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Lemma 1. A path having p number of hop counts contribute less reliability than a path having q number of hop counts for a given
source–destination pair where p > q.
Proof. Let us consider two paths X and Y for a given source–destination pair, the hop counts are p, q respectively, where
p > q. Now, the reliability of a path is the product of the success probabilities of its links, where the link’s reliability is defined
as the success probability of a link. Thus, the reliabilities R(X) and R(Y) for paths X and Y are given as:
RðXÞ ¼
Yp

i¼1

PrðiÞ and RðYÞ ¼
Yq

j¼1

PrðjÞ
where Pr(i) is the probability of the link corresponding to the hop i. Each link of a network is assumed to be highly reliable,
and for simplicity, if each link has equivalent reliability, then we have Pr(i) = r, where r is the reliability of a link. Then, we can
have,
RðXÞ ¼ rp and RðYÞ ¼ rq
Since 0 < r < 1 and p > q, therefore rp < rq.
Hence, the Lemma 1 follows. h
3. The proposed technique for path selection

In this section, a path selection algorithm, which is incorporated in the proposed routing technique described in the next
section, has been given. As stated earlier, the selection of paths between a source node and a destination node is done based
on the reliability of the paths, and the measurement of the same is described in Section 2. Since for a given s–t pair, several paths
or routes with varying performance exist in a network, the routes having lower performance may be neglected to reduce the
path selection overhead. In order to neglect inefficient s–t paths, we develop a heuristic technique based on comparisons of hop
count of the s–t paths with hop count of the longest path or the critical path of the network (any other methods may be fol-
lowed). Let the set of paths exists for a given s–t pair be Pst. We use a superscript to denote the path number for an s–t pair.
For example, Pm

st denotes the mth path from source s to destination t. The hop count of each path is then calculated and let
Hm

st denote the hop count for the mth path from s to t. A path is longer than another path if the former has greater hop count
than the latter. The next step is to calculate the critical path of the network, where the critical path is defined as the longest path
through the network. We consider a threshold, say UT, which is half of the hop count of critical path, and all the paths between a
given s–t pair that has hop count greater than UT are discarded. It has been found that removal of paths based on the above tech-
nique has negligible effect on the total s–t pair reliability, i.e., reliability of a pair of nodes remains almost same even after dis-
carding the paths having hop count greater thanUT. An intuitive explanation of the fact is given as follows. The s–t reliability of a
node pair takes into account the number of paths between that pair and the number of hops of all the paths. As the number of
paths increases the reliability of that pair also increases. That means the contributions of all the paths are considered. Conse-
quently, all the paths do not contribute equally to the reliability computation. With the increase in hop count the reliability
decreases. That is, the paths having less number of hops are more reliable than the paths having larger hop count. It may be
noted that in order to identify all possible paths between any s–t pair, each node forms an adjacency matrix of a network graph
by periodically exchanging the connection information with the neighboring nodes and updating the current topology infor-
mation of the network. Since it is distributive in nature, so is applicable for large networks.

The path selection algorithm is given below, where the following notations are used:
s
 Source node

t
 Destination node

Pst
 The set of paths from s to t

P(s, t)
 An element of the set Pst
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Pm
st
 The mth path in Pst
H(s, t)
 Hop count of a single path in Pst
Hm
st
 Hop count for mth path in Pst
T
 Topology of the network at time t

CP(T)
 Critical path of T

UT
 Half of the critical path of T
Algorithm path-select()

for all (s, t) e N do
m = 0
Pst = Ø
P0st ¼ ;
while paths exist between s and t

if P(s, t) then
m m + 1
Pm

st C Pst
end if

end while
for all P(s, t) e Pst do

Hm
st  Hðs; tÞ

end for
end for
CPðTÞ  maxfHm

stg
UT CP(T)/2
for all (s, t) e N do

for all P(s, t) e Pst do
if ðHm

st � UTÞ then
Pm

st C P0st

end if
end for

end for
Lemma 2. Algorithm path–select() achieves almost equal reliability of all paths if the paths having hop counts less than the
threshold, UT are considered.
Proof. Let there be two paths S and T for a given source destination node pair, where hop count for S is i and hop count for T
is j.

Let i < UT and j > UT,
where UT = 1/2 (hop count for the critical path of the network) and i, j e 1, 2, . . . , n natural numbers.
The reliability for the node pair from Eq. (1) can be written as:
R ¼ PrðSÞ þ PrðTÞ ð2Þ
Now, since S has less number of hop counts, so it is selected at first for data transfer.
Path T is opted when S in non-operational.
Therefore, Eq. (2) becomes
R ¼ PrðSÞ þ PrðTjSÞ
Now,
PrðSÞ ¼ ri
and
PrðTjSÞ ¼ ½1� PrðSÞ�rj ¼ ð1� riÞrj
where r is the success probability of each edge and 0 < r < 1.
The value of (1 � ri) is very small, so the value of (1 � ri) rj becomes negligibly small and can be neglected.
Hence,



Fig. 1. The topology structure of 11 node network A.
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R � PrðSÞ �
For clarity, the proposed path set up and the efficient path selection techniques are further explained by using an example
as given below.
3.1. An illustration of the proposed algorithm

The algorithm path-select() explained above is coded in FORTRAN 77 and the simulation is done on a Xeon processor,
3.4 GHz PC with 4 GB RAM. In order to test the performance of the method, a series of computational experiments were per-
formed using this algorithm. We consider a network with 11 nodes and 19 links, shown in Fig. 1 as an example. This network
is presented originally by Belovich in [14].

Table 1 shows the adjacency matrix formed at every node. Consider any node arbitrarily, say node 1, of the network as the
source node. The number of paths from node 1 to any destination node along with each path’s hop count is given in Table 2.
The critical path of network A is 10. Therefore, UT is 5. Now, for all the destination nodes, node 1 discards those paths having
hop count greater than UT. This is depicted in Table 3. This is done for all the nodes in the network. The reliabilities of node 1
as the source to all the destinations before and after path selection are given in Table 4. It is clear from Table 4 that removing
the paths having hop count greater than UT has very less significance on the reliabilities of the node pairs. The reliabilities in
both the cases are shown in Fig. 2.
atrix of network A.

es 1 2 3 4 5 6 7 8 9 10 11

0 1 1 0 0 0 1 0 0 0 0
0 0 1 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 1
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 1
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0

r of paths and number of hops per path.

ce–destination 1–2 1–3 1–4 1–5 1–6 1–7 1–8 1–9 1–10 1–11

number 1, 2, 3 1, 2, 3, 4 1, 2, 3, 4, 5 1, 2, 3 1, 2, 3, 4 1 1, 2, 3, 4, 5, 6 1, 2, 3, 4 1 1, 2, 3, 4, 5
count 1, 5, 8 1, 2, 4, 5 2, 2, 3, 5, 6 2, 6, 9 3, 3, 4, 4 1 3, 4, 4, 5, 5, 7 2, 3, 3, 5 2 3, 3, 4, 4, 6

r of paths and number of hops per path after removal of inefficient paths.

ce–destination 1–2 1–3 1–4 1–5 1–6 1–7 1–8 1–9 1–10 1–11

number 1, 2 1, 2, 3, 4 1, 2, 3, 4 1 1, 2, 3, 4 1 1, 2, 3, 4, 5 1, 2, 3, 4 1 1, 2, 3, 4
count 1, 5 1, 2, 4, 5 2, 2, 3, 5 2 3, 3, 4, 4 1 3, 4, 4, 5, 5 2, 3, 3, 5 2 3, 3, 4, 4



Table 4
Reliabilities before and after removal of paths.

Source–destination Previous reliability New reliability

1–2 0.963354 0.959049
1–3 0.995066 0.995066
1–4 0.979495 0.978873
1–5 0.867018 0.863144
1–6 0.963720 0.963720
1–7 0.900000 0.900000
1–8 0.936882 0.931663
1–9 0.969276 0.969276
1–10 0.810000 0.810000
1–11 0.952021 0.946176

Fig. 2. Reliabilities before and after removal of paths for node 1.

Fig. 3. Paths from node 1 to node 2.
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The routes from node 1 to node 2 are shown in Fig. 3. The solid line paths are the selected paths after executing the algo-
rithm where as the dashed line path is not considered for routing.
4. Proposed multi-path routing technique

In this section we propose a multi-path routing technique based on Section 3. First, we show that multi-path routing is
better than single path routing on the reliability point of view. The proposed technique in Section 3 selects few good paths
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from the set of all paths for any s–t pair and since all the selected paths are equally likely for packet forwarding, then if the
packets are forwarded alternatively through any of the selected paths toward destination, then routing performance must be
increased. But our path selection algorithm is solely based on reliability constraint. Lemma 1 implies that all the paths of a
source to destination do not have equal contribution. Thus, in this case there exists a best path among the selected multiple
paths. But if we consider only the best path, then the reliability of that s–t pair falls drastically. This is evident from the
experimental results shown in Table 5. In Table 5 the reliabilities of node 1 as source node to all the destination nodes
are given, where only one path for each pair is considered. The selected path is the best path for the concerned pair. The best
path is selected on the basis of the minimum hop count, since reliability increases with the decrease in the number of hops.
That is,
Qm
st ¼minfall Hðs; tÞ in Pstg
The difference of reliabilities for the single path is shown in Fig. 4.
Although it is evident from Figs. 2 and 4 that multi-path is better than single path whenever routing is considered, but

there are several factors that render multi-path routing to be incorporated as a full fledged routing protocol. These factors
include the overhead associated with the routing table for multiple paths. The complexity for the distribution of the traffic is
another major concern. For these reasons all the major routing protocols are based on single path routing. But instead of con-
sidering a single path for the routing decision, if one more additional path is taken into account, then the reliability increases
at least by a factor of two. Where as the overhead in the routing table does not increase by an equal amount. This is because if
two paths are considered for a certain source to destination node pair, then in a particular snapshot, the routing table will
include only two next nodes. This is shown in the following table. Table 6 is a generalized single, dual and multiple path(s)
routing table.

The algorithm for two-path routing is given below:
Algorithm two-path-routing()

call algorithm path-select() //outputs selected path-set P0st

for (s,t) e N do
select two paths from P0st based on reliability
identify next node for each path
insert them in routing table for same destination

end for
Thus, implementing algorithm two-path-routing() implies that the inclusion of an additional path minimizes congestion
and delay along with the improvement in the traffic flow, throughput, reliability and hence, the overall performance. Table 7
depicts the increase in reliability when an additional path is considered to a single path routing taking node 1 as the source
node.

The difference of reliabilities for two paths considered is shown in Fig. 5.
For performance analysis we consider reliability of the paths between a node pair and reliability of the node pair it-

self. Here, we show that the two paths selected yield the highest reliability than any other path combination for that
node pair. Lemma 1 implies that a path having greater hop count has less reliability than a path having less number
of hop count. Now in the proposed technique the first path has the minimum number of hop count, so it has highest
reliability than all other paths. The second path chosen has the next minimum hop count hence, it has second highest
reliability.

The calculation of s–t reliability requires non-operation of the first path when the second path is selected and non-oper-
ation of the first and second paths when the third path is selected and so on. Let a, b, c, . . . be the hop counts for paths
A, B, C, . . . of an s–t pair, where a < b < c < � � �. According to Lemma 2 the s–t reliability is given by
Table 5
Reliabilities for the best single paths.

Source–destination Reliability

1–2 0.900000
1–3 0.900000
1–4 0.810000
1–5 0.810000
1–6 0.729000
1–7 0.900000
1–8 0.729000
1–9 0.810000
1–10 0.810000
1–11 0.729000



Fig. 4. Reliability difference for single paths of node 1.

Table 6
Routing table.

Routing Destination node Next node Hop count

Single path X Y Z

2-Paths X Y1 Z1

Y2 Z2

K-Paths X Y1 Z1

Y2 Z2

. .

. .
Yk Zk
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R ¼ Prð1st pathÞ þ Prð2nd path provided non-operation of 1st pathÞ

þ Prð3rd path provided non-operation of 1st and 2nd pathsÞ þ � � � ð3Þ
Let r be the success probability of each edge, then ra, rb, rc, . . . are the reliabilities of individual paths.
Let X1 = Pr(1st path), X2 = Pr(2nd path provided non-operation of 1st path) and so on. X2 requires the edges of the 1st path

to fail independently. That is, X2 includes the term (1 � r) which is very small in itself assuming that the success probability
of each edge is very high. And X1 = ra. Therefore, X1 > X2. As we move further in the hierarchy the term (1 � r) increases
because all the previous paths should be non-operational for the next path to be chosen and hence, their values become less.
Table 7
Reliabilities for two paths.

Source–destination Reliability

1–2 0.959049
1–3 0.981000
1–4 0.963900
1–5 0.863144
1–6 0.926559
1–7 0.900000
1–8 0.794610
1–9 0.882900
1–10 0.810000
1–11 0.926559



Fig. 5. Reliability difference for two paths of node 1.
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Also, since a < b < c < � � � and 0 <r < 1 therefore, ra > rb > rc > � � �. Hence, the two paths of the proposed technique yield the high-
est reliability for a node pair than any other path combination of that pair.

It may be noted that the proposed multi-path routing algorithm is distributive in nature because each node forms an adja-
cency matrix of a network graph by exchanging connection information with the adjacent nodes, sets up all paths for a given
s–t pair using the adjacency matrix, calculates reliability of the selected paths and prepares the routing table for multi-path
routing. The routing decision is made based on the measurement of s–t pair path reliability and includes two (or more) best
possible paths in the routing table as the next nodes towards terminal. Since the proposed routing is s–t path-based routing,
thus the loop and count-to-infinity problem as happens to be in distributed routing algorithms can be avoided. The proposed
routing algorithm as stated supports the addition of two or multiple paths in the routing table of each node, thus it can re-
duce the node delay, congestion and balance the network loads.

Thus, the main significant contributions of the proposed multi-path routing algorithm are (i) It is distributive in nature;
(ii) It provides s–t path-based routing based on the measurement of path reliability; (iii) It avoids loops and count-to-infinity
problems; and (iv) It provides multiple routes between any s–t pair.

Although our routing algorithm has been proposed for routing in an AS (autonomous system), with some modifications it
can be used in the cloud based and application aware routings as well. The routing in cloud based services means to provide
a single best path to the users for all network services and it is done mainly by connecting the users to the different ISPs by
tunneling through BGP session [15]. Since BGP is used for inter-AS routing based on the paths and network policies, our pro-
posed routing algorithm is applicable in developing BGP session if the border routers of ASes instead of routers inside an AS
execute it and instead of next hop, the whole path is included in the routing table in terms of next-node manner. On the
other hand, since the application aware routing protocols consists of one or more network-layer connections routed through
application-layer resources, such as bridges and/or format/rate converters, our proposed multi-path routing algorithm can
be used to set up multiple network layer connections as needed in application aware routing technique through the use
of best reliable source–destination paths.

The proposed multi-path routing is also applicable in software defined networking (SDN). In SDN [22,23] approach, two
separate planes called control plane and the data plane are used, where the control plane contains different modules corre-
sponding to the different network applications such as routing, QoS, and traffic engineering and the data plane comprises
network hardware components like routers, switches, links, bridges, etc. and their interconnectivity as a communication net-
work. Note that the control plane is connected to the data plane through an interface called OpenFlow. For instance, in case
of routing for a given source–destination pair, the control plane performs and finalizes the routing decision, and the data
plane transmits data from the source to the destination based on the routing decision made in the control plane, whereas
in standard networking both the routing decision and the data forwarding are done in network layer that corresponds to
the data plane in SDN. In fact, this layering abstraction introduces greater flexibility into the network and simplifies man-
agement, provisioning, experimentation and configuration of networks and/or devices. Besides, the new modules can be
added to the control plane of SDN and the virtualization of the underlying networks can be done in the control plane of
SDN that supports further manipulation through logical mapping and others.

Now, our proposed multi-path routing scheme can be incorporated in SDN, where a sub-module under the routing mod-
ule in the control plane of SDN can be developed. This sub-module then executes and decides the multi-path routing for a
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given source–destination pair and forwards the routing decisions to the NOS (network operating system) through the inter-
face OpenFlow for establishing and forwarding the data packets over the data plane of the SDN. Since our routing scheme is
designed based on the source–destination path reliability, thus if this routing scheme is incorporated in SDN, the reliability
of SDN must be enhanced. It may also be noted that since the routing decision and its uses are made through control plane
and the data plane of SDN, then the existence of the transport layer and its uses become unimportant, and thus the routing
scheme becomes a multi-network layer routing, which finds efficient applications in cloud, application-aware and data cen-
ter routing as specified earlier.

5. Conclusions

A multi-path distributed routing algorithm has been presented which calculates reliability of the selected paths for a gi-
ven s–t pair for taking routing decisions, where all the paths having the hop count less than one half of the critical path of the
network are identified and considered as selected paths. By doing so the reliability constraint is maintained, that is, exclusion
of larger hop paths has a very negligible impact on reliability of that s–t pair. Each node identifies all possible paths of a given
s–t pair based on the adjacency matrix of the network, which is formed by exchanging the topology information with the
neighboring nodes only. It has also been observed that for a given s–t pair if only one best path out of all possible paths
is selected as it is done in existing routing algorithms even then the reliability of that pair is considerably reduced. It has
further been observed that even if two routes, instead of one or all routes, are considered for routing, the reliability for
an s–t pair is considerably increased. Thus, in the present work a multi-path routing algorithm with two paths has been de-
signed and proposed that not only enhances the routing of data packets, but also keeps the routing table size as minimum as
possible. Also since the proposed technique is s–t path-based, so it guarantees that the loops and/or count-to-infinity prob-
lems do not exist. As an illustration of the proposed routing technique a network of 11 nodes and 19 links has been tested, in
which multi-path routing based on the quantitative measure of reliability has been shown.
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